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Abstract: Phishing attacks continue to pose significant risks, necessitating advanced detection methods capable of
identifying zero-day threats. This paper proposes a Hybrid Convolutional Neural Network-Long Short-Term Memory
(CNN-LSTM) model specifically designed to enhance URL-based phishing detection accuracy. The model leverages the
strengths of both architectures: the CNN component extracts local, character-level lexical features, while the LSTM
component captures the sequential and structural context of the URL string. The model is rigorously evaluated on a
comprehensive, 26,473-row balanced dataset derived from the PhishTank public archive. When benchmarked against
traditional ML and single-architecture DL baselines, the proposed CNN-LSTM model achieved a superior F1-Score of
0.982 and a Recall of 0.991. Architectural specifics and a quantitative analysis of computational overhead are provided
for full reproducibility. The paper concludes by emphasizing future work in Explainable Al (XAl) and privacy-preserving
methods to ensure the responsible and ethical deployment of high-performance security systems.
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1. INTRODUCTION

Al is an essential security tool in modern
cybersecurity functions, fundamentally transforming the
capabilities to detect and respond to threats [8, 15].
Phishing identification primarily occurs through
advanced Al applications, including Machine Learning
(ML) and Deep Learning (DL), which empower security
systems to process massive, diverse data volumes—
such as URL characteristics, linguistic features, and
metadata details [3, 16]. These automated detection
technologies enable security experts to monitor threats
more effectively, facilitating proactive defense
strategies due to their enhanced predictive
performance. Furthermore, Al strengthens security
system scalability through automation, enhancing
efficient protection against the continuous evolution of
contemporary threats [8, 9].

However, the efficacy of these Al systems is
constantly challenged by the attackers' own evolving
techniques, leading to a critical need for new models
[5]. The current limitation is that many existing ML and
DL solutions require extensive feature engineering or
fail to capture both the local and global context of
sophisticated, zero-day phishing attempts.

Crucially, the introduction of Al systems to the
cybersecurity sector generates multiple critical ethical
challenges for protection mechanisms. Organizations
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must address issues of algorithm transparency and
Explainable Al (XAl) [1, 14, 17] while rigorously
protecting user privacy because both challenges exist
alongside the risk of algorithmic biases in decision-
making. Therefore, implementing Al-based phishing
detection must achieve a practical balance between
security effectiveness and user rights guarantees [14].
This paper addresses this dual challenge by proposing
a novel, highly accurate Al model for phishing detection
while explicitly detailing the necessary ethical and
technical measures for proper implementation.

1.1. Background to Study

Phishing represents the fundamental method of
deception used to trick people into revealing sensitive
information through false email messages and
malicious online scams [2, 3]. The inception of phishing
attacks took place through basic email deception
patterns that requested login credentials and financial
information. Since then, phishing attacks have rapidly
transformed into sophisticated, targeted variants. Attac-
kers now use spear phishing with tailored messages
made for particular people or organizations, while voice
phishing  (vishing) emerges when scammers
impersonate legitimate sources during phone calls [3].

The frequent rise in sophisticated cyberattacks has
made phishing one of the biggest security threats [2].
Rules-based detection solutions—the traditional
approach to combating phishing—have weaknesses
that stem from their dependence on static attack
templates [13]. They struggle immensely to detect new
phishing methods (zero-day attacks) because they
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cannot recognize patterns outside their pre-defined
logic. The shortcomings of these traditional systems
were the primary catalyst for the integration of Al
technology. Al, leveraging Natural Language Pro-
cessing (NLP) and anomaly detection, enables the
analysis of dynamic, high-dimensional patterns for
enhanced phishing attempt detection [16]. Al systems
evolve persistently to address new phishing threats,
proving essential where current standard security
measures are ineffective [3]. This continuous arms race
necessitates the development of novel Al models, such
as the one proposed in this study, to maintain a detec-
tion edge against the rapidly evolving threat landscape.

1.2. Scope and Significance

The research focuses on URL-based phishing de-
tection, as malicious links delivered via email and web-
sites remain the primary vector for present-day phis-
hing attacks [2, 3]. Specifically, this study's scope is to
propose and validate a novel Hybrid CNN-LSTM deep
learning model for enhancing classification accuracy.

The significance of this investigation is twofold:

1. Technical Contribution: It offers a new archi-
tectural contribution to the field by demonstrating
that a hybrid deep learning approach is superior
to both traditional Machine Learning and single-
architecture  Deep Learning models in
automatically extracting and analyzing complex
lexical and structural features from raw URL text.

2. Policy Relevance: The improved detection
performance of this model enables new contri-
butions to evolving cybersecurity policies that
address Al governance and ethical patterns. An-
alyzing the technical efficacy against existing
limitations (such as the discussed black-box na-
ture) empowers this research to guide upcoming
security decisions across public and private org-
anizations, promoting both enhanced user confi-
dence and secure digital environments [11, 17].

2. LITERATURE
DEFINITION

REVIEW AND PROBLEM

2.1. Traditional Machine Learning and Deep
Learning Baselines

Existing Al-based phishing detection methods can
be broadly categorized by their underlying architectural
approach and the type of input data they process
(URLs, emails, or web content). Traditional ML
algorithms like Random Forest and Support Vector

Machines (SVM) rely on manual feature engineering,
where experts define explicit characteristics of phishing
attempts (e.g., URL length, domain age). While
interpretable and fast, they show poor generalization
against novel obfuscations.

Deep learning models, on the other hand,
automatically learn hierarchical features. Recurrent
Neural Networks (RNNs) such as LSTMs are effective
at capturing sequential and contextual features.
However, single-layer LSTMs are less effective at
capturing localized n-gram patterns (e.g., character
substitutions like 'https://www.google.com/
search?q=g00gle.com’). Conversely, Convolutional
Neural Networks (CNNs) excel at detecting these local
patterns but struggle to capture long-distance
relationships across the entire URL string.

2.2. Comparison with Similar Hybrid Models

While hybrid deep learning models have been
explored in this domain, their focus often differs
significantly from the current work. For instance,
Alsadig and Ahmad [19] further investigated the use of
dedicated CNN models for URL phishing detection,
confirming the CNN's ability to capture effective lexical
patterns from character embeddings. While these
models demonstrate high performance, they often
prioritize either local pattern recognition (CNN) or
sequence context (GRU/LSTM) individually, potentially
limiting the comprehensive understanding of the URL
structure necessary to detect zero-day or highly
obfuscated phishing links. Our approach, conversely,
learns features directly from the raw character
sequence via character embedding, offering greater
automation and robustness against zero-day
obfuscation. Similarly, Almohaimeed, M. [18] used a
CNN-GRU architecture on a public dataset,
demonstrating the effectiveness of hybrid models.
However, our proposed CNN-LSTM model, tested on a
larger, more current dataset, provides a specific
architectural combination tailored for the sequential
nature of URL tokens and achieves superior
performance metrics. Our model’s novelty thus lies in
its successful deployment of the CNN-LSTM using pure
character embedding to set a new, high-performance
benchmark.

2.3. Ethical
Scanning

Concerns in Automated Content

The deployment of automated content scanning
systems supported by Al technologies generates



A Novel Al Model for Improved Phishing Detection Accuracy

Journal of Cybersecurity, Digital Forensics, and Jurisprudence, 2025, Vol. 1 23

significant ethical challenges concerning privacy
protection, user consent, and system transparency
[14]. Al models frequently monitor and analyze user-
generated data, leading to potential privacy exposures
where explicit and informed user consent may be
lacking.

Furthermore, security Al introduces operational and
fairness concerns:

. False Positives and Trust: Incorrectly
classifying authentic content as phishing (false
positive incidents) significantly disrupts users
and erodes trust in the system's performance.

. Algorithmic Bias: The occurrence of algorithmic
bias is a serious issue. Al models, trained on
potentially non-representative datasets, can
exhibit unintentional preferences for specific
demographic groups or content styles, leading to
exclusion or discrimination of others.

. Transparency and Accountability: The
procedures of complex deep learning models,
including the proposed CNN-LSTM, often remain
challenging to comprehend due to their inherent
opaque operations. This "black-box" nature
means their decision-making mechanisms are
difficult to  explain, thereby impacting
accountability.

This opacity has driven the growing need for
Explainable Al (XAl). The security community
increasingly seeks visible and comprehensible
explanations from models about their classification
decisions to ensure fairness and promote transparent,
automated content scanning [17].

2.4. Regulatory and Legal Frameworks

Extensive deployments of Al systems in
cybersecurity contexts generate essential legal and
regulatory problems because they directly affect user
privacy rights and data protection standards [11]. Two
major regulatory standards, the General Data
Protection Regulation (GDPR) and the California
Consumer Privacy Act (CCPA), function to protect
individual privacy rights while ensuring data security for
people globally.

The use of Al for phishing detection requires
companies to establish systems that combine effective
performance with strict compliance requirements for
these privacy laws [11]. Global cybersecurity standards

now obligate businesses utilizing Atrtificial Intelligence
to develop transparent and secure operational
practices as they handle ethical and legal
responsibilities. The changing environment of privacy
law standards must guide the proper implementation of
Al-based phishing detection technology, pushing
research toward privacy-preserving Al solutions as a
crucial area for future work.

2.5. Problem Statement and Contribution

The core performance gap in current Al-based
phishing detection is the failure of single-architecture
models to achieve consistently high and robust F1-
scores (= 0.98) on modern, obfuscated URL datasets.
They fail to simultaneously perform effective local
feature extraction and global contextual learning.

This research addresses this gap by introducing a
Hybrid CNN-LSTM model that makes the following
contributions:

1. Novel Hybrid Architecture: Proposal and
validation of a robust CNN-LSTM model that
learns both local lexical features and global
sequential context from raw URL text.

2. Superior Performance: Demonstration that the
proposed model significantly outperforms
traditional ML baselines and single-stream DL
models across all key metrics.

3. Reproducible Benchmark: Utilization of an
explicitly sourced and structured dataset to
establish a high-performance benchmark with
fully detailed architectural parameters.

3. METHODOLOGY

The overall process flow and architectural
components of the proposed Hybrid CNN-LSTM model
are illustrated in Figure 1, detailing the sequence from
character embedding to the final classification layer.

3.1. Proposed Model: Hybrid CNN-LSTM
Architecture

The proposed system utiizes a  Hybrid
Convolutional Neural Network-Long  Short-Term

Memory (CNN-LSTM) architecture.

. Design Justification: This hybrid design is
superior because it combines the CNN's
efficiency in local pattern recognition (detecting
character-level tricks and n-grams) with the
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LSTM's ability to maintain sequential context
(understanding the domain-path-query
hierarchy).
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Figure 1: Architectural Overview of the Proposed Hybrid
CNN-LSTM Model.

. Architecture Details (Reproducibility): The
CNN-LSTM model consists of the following
layers and hyperparameters (Table 1):

3.2. Dataset & Feature Analysis

Dataset Used: The experimental dataset,
provided as Phishing URLs small.csv, consists
of two columns: the URL string and the binary
classification Type (phishing or legitimate). The
malicious data was sourced directly from the
PhishTank public archive, yielding 26,473 rows
of phishing data. This malicious data was then
balanced with an equivalent number of legitimate
URLs collected from the Alexa Top 1 Million list
to ensure a robust 50:50 ratio. The total dataset
size is approximately 52,946 samples.

Feature Extraction: The model relies solely on
Character Embedding as its input. This choice
eliminates manual feature engineering, allowing
the CNN-LSTM to automatically extract all
necessary features—both lexical (n-grams) and
structural (sequence context)}—directly from the
raw URL text.

Feature Analysis: Preliminary analysis of the
raw URL data revealed key characteristics: the
distribution of phishing URL lengths (Figure 2) is
skewed, with a significant portion extending
beyond 150 characters, often indicative of
obfuscation. Furthermore, the analysis of the '@’
symbol (Figure 3) showed that its use is rare in
this modern dataset, highlighting that reliance on
traditional, simple features is insufficient, thus
justifying the need for the deep feature learning
capability of the CNN-LSTM.

Table 1: Hyperparameters of the Proposed Hybrid CNN-LSTM Model

Embedding Dimension (D,3)

Filters (N), Kernel Size (K),

Units (Vyunits), Recurrent

Component = Layer Type Key Parameters
Input Character Vocabulary Size
Embedding

Embedding  Embedding Layer
CNN 1D Convolutional

Activation
Pooling Max-Pooling Pool Size
Recurrent LSTM Layer

Dropout
Output Dense Layer Units, Activation
Training Optimizer, Loss

Function

Learning Rate, Epochs

Dimension / Size

100 (Common ASCII chars +
padding)

128

128, 5, RelLU

2

64,0.2

1, Sigmoid

Adam (0.001), Binary Cross-
Entropy, 20
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Figure 2: Distribution of Phishing URL Lengths.
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Figure 3: Phishing URLs: Presence of '@' Symbol.
3.3. Training & Evaluation Setup
Training Setup:

Data Split: The final dataset was initially partitioned
into a Training Set (80%) and a Test Set (20%) for final
evaluation. The 80% Training Set was then internally
divided into a Training Subset (90%) and a separate
Validation Set (10%) to facilitate hyperparameter tuning
and implement the early stopping mechanism based on
monitoring the validation loss, thereby preventing
overfitting to the training data.

Epochs: 20 (with early stopping monitoring
validation loss).

Baseline Models: The proposed CNN-LSTM is
compared against:

1. Support Vector Machine (SVM): Traditional ML
model using TF-IDF features.

Yes (@ present)

Has "@' Symbol

2. Random Forest (RF): Ensemble ML model
using hand-engineered features (length, special
characters).

3. Simple Recurrent Neural Network
(RNN/LSTM): Non-hybrid deep learning model
(single LSTM layer).

Evaluation Metrics: Performance is evaluated
using standard classification metrics: Accuracy,
Precision, Recall, F1-Score, and ROC-AUC [10].

4. RESULTS AND DISCUSSION
4.1. Performance Comparison

4.1.2. Analysis of Performance Results

The Proposed CNN-LSTM model achieved the
highest performance metrics, demonstrating an F1-
Score of 0.982 and a Recall of 0.991. This result
validates the hybrid approach, proving that combining
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Model Accuracy (%) Precision Recall F1-Score ROC-AUC
Proposed CNN-LSTM 98.2 0.975 0.991 0.982 0.994
Random Forest (RF) 94.5 0.952 0.938 0.945 0.953
Support Vector Machine (SVM) 93.1 0.941 0.925 0.933 0.941
Simple RNN (LSTM) 96.0 0.963 0.959 0.961 0.970

the CNN's ability to detect localized obfuscation with
the LSTM's capability to understand overall URL
structure is necessary for state-of-the-art accuracy. The
high Recall is particularly valuable, indicating a minimal
number of missed phishing attempts (False Negatives),
which is crucial for practical security deployment. The
significant performance gap over the Simple RNN
highlights the critical role of the CNN component in pre-
processing the raw character features.

4.2. Potential Limitations

The primary limitations of the CNN-LSTM model are
its higher computational overhead and increased
training time compared to simpler baselines. This
performance-cost trade-off is quantified by the
observed training times: empirical results showed that
the training time for the Random Forest model was
approximately 0.5 seconds per epoch, the Simple RNN
required about 15 seconds per epoch, while the
proposed Hybrid CNN-LSTM required ~35 seconds per
epoch on the same hardware setup (a single NVIDIA
GPU). This reflects the practical trade-off between
superior  performance and deployment cost.
Furthermore, like many deep learning architectures, it
suffers from a lack of interpretability (black-box nature),
posing a challenge for diagnosing detection failures
and ensuring fairness [14].

5. CONCLUSION AND FUTURE WORK

This research successfully validated a Hybrid CNN-
LSTM deep learning model for URL-based phishing
detection, demonstrating superior accuracy and
robustness compared to existing solutions. The
model’s design addresses the critical performance gap
by effectively learning both local and global features
from raw URL text. The key contribution is the proposal
and validation of this hybrid architecture which
achieved a robust F1-Score of 0.982.

Given the inherent limitations of deep learning
regarding transparency and resource use, future
research should prioritize two critical directions:

1. Explainable Al (XAl): Integrate an Attention
Mechanism layer (specifically, an Attention
Weighting Layer) between the CNN and LSTM
outputs. This will allow the model to produce
visual heatmaps that highlight the decisive
characters or tokens in a URL, directly fulfilling
the need for XAl by providing a clear, evidence-
based explanation for the model's classification
decision [17].

2. Privacy-Preserving Methods: Explore
deploying this high-accuracy model using
Federated Learning or Differential Privacy

techniques. This approach would allow the
model to be trained collaboratively on decen-
tralized user data without compromising indivi-
dual privacy, aligning the system's security obje-
ctives with global data protection standards [11].

The demonstration of a highly accurate and
effective model provides quantitative evidence that can
inform Al governance frameworks by establishing a
clear, high-performance technical benchmark for
content-scanning software. This benchmark guides
regulators on acceptable standards for both security
effectiveness and necessary transparency and privacy
compliance in modern threat detection systems.
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